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Chapter 1

Basic concepts

1.1 Basic mathematical concepts

A SET is a collection of it’s ELEMENTS.
As usual the set parentheses { and } and the element symbol € in an expression
x € y are used to express that the element z is a member of the set y.
The EMPTY SET is denoted by {}. Let x and y be sets, then the following
denotations will be used

— x Uy for the union set of x and y,

— x Ny for the intersection set of x and y,

— '\ y for the subtraction set of x and y,

— 1 = y means that the sets x and y contain exactly the same elements,

— x C y means that each element of x is also an element of y, in which case

x is said to be a SUBSET of y.

\U; z; denotes the union set of all sets ;.

card(z) denotes the number of elements in the set x.

If card(z) is a natural number, the set z is called FINITE, otherwise INFINITE.
A TUPEL (xg,...,Zn—1) is an ordered finite set of elements xy, ..., z,—1 where
n > 0. For n = 2 the tupel is called a PAIR, for n = 3 a TRIPEL.

1.2 Formulas

1.2.1 Bit values

A BIT VALUE is eiter the ZERO BIT 0 or the UNIT BIT 1.

1.2.2 Bit variables

BIT VARIABLES will be denoted by capital (possibly indexed) letters:
A, Ag, Ay, Agy B, ., O, D,



Any expression will be permitted as an index. But since expressions shall not be
formally defined here, the strict reader might choose the set of integers, rational
or real numbers as the index set.

B then denotes the set of all bit variables.

Besides it will be presupposed that B can be lineary ordered and that < in
connection with bit variables denotes a linear order relation on B.

For two bit variables Ag and A; with Ag < A; it is said that Ag is (LEXICALLY)
SMALLER THAN A;.

1.2.3 Formulas

A FORMULA is an expression defined as follows:
— Any bit value is a formula.
— Any bit variable is a formula and is then called an ATOMIC FORMULA or
ATOM in short.

— For formulas «, ay, ..., a,,—1 the following expressions are formulas too:
- the NEGATION of «,
(Nag ... ap—1) the CONJUNCTION of aq, ..., 1,
(Vag...an-1) the DISJUNCTION of ag, ..., ap_1,
(1 — a3) the SUBJUNCTION of 1 and ap,
(a1 & a9) the EQUIJUNCTION of o and «s.

It follows from the definition that
— the EMPTY CONJUNCTION (A),
— the EMPTY DISJUNCTION (V),
— the unary conjunction (A ag),
— the unary disjunction (V «g)
are formulas as well.
In the sequel formulas will be denoted by small greek (possibly indexed) letters:
Q0 QL5 Qs ey By ey Yy oy Oy e
Let a be a formula, then
Atoms(«)

denotes the set of all bit variables occuring in .

1.2.4 The standard example

For example
(AN(ARS)(W «— (VRS))(R— H)(S— —H))

is a formula which frequently will be used as a standard example and shall be
abbreviated by 6,,.

Then there is
0., := Atoms(0,,) = {H, R, S,W}
(For an intuitive interpretation of the standard example see the introduction.)



1.2.5 Formula spaces

Let & C B be a set of bit variables, then
Form®

is the set of all formulas « with Atoms(a) C ®.
Form® is called the FORMULA SPACE on .

For any ® C B the cardinal card(Form®) is infinite.

1.2.6 Formal equality

Two formulas oy and as are said to be FORMALLY EQUAL, written

a1 = Q2
if and only if they are identic expressions, that means they are conform as
written signs.

1.2.7 Atomic equality

Two formulas a; and as are said to be ATOMICALLY EQUAL if and only if
Atoms(aq) = Atoms(as)

1.2.8 Definite formulas

A formula « is called DEFINITE if Atoms(a) = {}.

An example would be
((AN=010) — (V1-1))
So Form{} is the set of all definite formulas.

1.2.9 Normal forms (CNF and DNF)

A LITERAL is either
— a POSITIVE LITERAL, that is a bit variable, or
— a NEGATIVE LITERAL, that is a negated bit variable.

A LITERAL CONJUNCTION is a conjunction of literals.

A LITERAL DISJUNCTION is a disjunction of literals.

A CONJUNCTIVE NORMAL FORM (CNF) is a conjunction of literal disjunctions.
A DISJUNCTIVE NORMAL FORM (DNF) is a disjunction of literal consjunctions.

Examples are

— (AM(V-ABC)(VA-B)(VA-C))isaCNF
(M) is a CNF
(A (V) (V)) is a CNF
— (V(A-ABC)(ANA-B)(AA-C)) is a DNF
(V) is a DNF
(V(A) (N)) is a DNF



1.2.10 Maximal normal forms (MCNF and MDNF)

Let ® = {Ao,...,An—1} be a set of bit variables and {Ag, ..., \;m—1} be a set
of literals. The literal conjunction (A Ag ... Ay,—1) and the literal disjunction
(VAo ... A1) are called MAXIMAL ACCORDING TO @, if n = m and
Atoms((A Ao .. Am—1)) = Atoms((V Ao ... Am—1)) = {Ao, ..., An_1}.

A CNF or DNF « is called a MAXIMAL CONJUNCTIVE NORMAL FORM (MCNF)
or MAXIMAL DISJUNCTIVE NORMAL FORM (MDNF) respectively, if all literal
conjunctions or disjunctions are maximal according to Atoms(a).
Examples are:

— (AN(v-AB-C)(V-A-CB)(VAB-C))is a MCNF
(A) is a MCNF
(A (V) (V)) is a MCNF
— (V(A=-AB-C)(A-A-C B)(ANAB-(C))is a MDNF
(V) is a MDNF
(V (A) (N)) is a MDNF

1.2.11 Canonic normal forms (CCNF an CDNF)

A canonic normal form is a maximal normal form, wherein the literals and
literal conjunctions or disjunctions are ordered in an unequivocal way which
shall further be described.
Let Ao, ..., Am—1 be literals with {Ag} = Atoms(\g), ..., An_1 = Atoms(A,_1)
and let Ag < ... < A,_1. Then the literal conjunction (A Ag ... A,—1) and
the literal disjunction (V Ag ... A,_1) are ORDERED. (Empty and unary literal
conjunctions and disjunctions are ordered as well.)
For a literal A let L i | |
g if A is a positive litera
Litbit(A) = 0 ifdisa Eegative literal
Let
— (A Xg... A1) and (A pg ... in—1) be ordered literal conjunctions,
— (VAXo.. A\p—1) and (V o ... pi—1) be ordered literal disjunctions,
so that
{Ap} = Atoms(\g) = Atoms(po), ...,
{An-1} = Atoms(Ap—1) = Atoms(pn—1)
then it is said that
— (A Xo... Ap—1) iS SMALLER than (A pg ... tn—1), written as
(Ao .. 1) (A o - fin—1) and
— (VAo - 1) i8S SMALLER than (V pg ... bn—1), written as
(\/ )\0 -~-)\n—1) (\/ ,UJ()...lun_l)
when the condition
S Ltbit(N) - 20 < S0 Litbit () - 2
holds in which the bit variables 0 and 1 are used as the arithmetic 0 and 1
respectively.



Let k be a MCNF, so it has the form (Adg...0,—1) where the dg, ..., 1 are zero
or more literal disjunctions, which are all maximal according to Atoms(k). Then
K is & CANONIC CONJUNCTIVE NORMAL FORM (CCNF), when the following
conditions are satisfied:
— Each of the dy, ..., d,,_1 is an ordered literal disjunction.
— 99 < oo < 1.
Let § be a MDNF, so it has the form (V &g ... Km—1) Where the kg, ..., Ky—1 are
zero or more literal conjunctions, which are all maximal according to Atoms(9).
Then 0 is a CANONIC DISJUNCTIVE NORMAL FORM (CDNF'), when the following
conditions are satisfied:
— Each of the ko, ..., K1 is an ordered literal conjunction.
— Ko< ..< Km-1-
For a finite set ® of bit variables
— CCNF® denotes the set of all canonic conjunctive normal forms ON @,
that is the set of all CCNF’s of the form (Adp...dm—1), where the (possibly
zero) literal disjunctions dy, ..., d,,—1 are maximal according to ®.
— CDNF® denotes the set of all canonic disjunctive normal forms ON ®,
that is the set of all CDNF’s of the form (V&q...km—1), where the (possibly
zero) literal conjunctions ko, ..., K;,—1 are maximal according to .

Note that for any bit variable set ®
— (N) e CCNF® and
— (V) e CDNF9.

There is for any bit variable set ®
—  card(COCNF®) = 22"
— card(CDNF®) = 22"

1.2.12 Conventional formal notations

Conjunctions (A«g...ay,—1) and disjunctions (Vag...qp,—1) are commonly written
in infix notation as (ag A ... A ap—1) and (g V ... V ap_1) if n > 2.

To save parentheses and to increase readability it is commonly declared that in
the list of the so-called JUNCTORS
- ANV — >

each junctor standing more left binds stronger than anyone standing more right
of it.

For example
—-AANIA-C —-DVAANO«+— -AV B
is an abbreviated notation for
((FAANLIASC)— (DV(AND))) < (mAV B))
In an expression like « — 3 — ~ putting parentheses goes from left to right
((a = B) = ).
A negative literal = A is commonly written as A.
A literal conjunction (A Ag A1 ... A—1) with at least one literal is written as



AoAL - Am—1-
So a DNF which is not the empty disjunction, for example
(V(AN-AB-C)(ANC)(A-A-B)(ANA-B-C))
is usually written in the shorter version
ABC Vv CVABV ABC
It should be emphasized that these conventions are introduced only to increase
readability and that the abbreviated formulas do not belong to the calculus. A
formula in it’s original and in an abbreviated notation are considered as being
formally equal.

1.3 Evaluations

1.3.1 Evaluation of definite formulas

Let o € Form{} be a definite formula. The EVALUATION
eval(«)

of «v is the bit value, that results from the recursive application of the following
instuctions:

— eval(0):=0

— ewal(l) =1

0 ifeval(a) =1

— eval(na) = { 1 if evalga; =0

0 if 0 € {eval(w), ..., eval(an—1)}

— eval((Aag e ap-1)) =9 ] o
— eval((Vag ... an_1)) ::{(1) ieflslee{eval(ao),...,emz(an,l)}
— eval((a — B)) { 0 i}flsegfal(a)ZOand eval(B)

— eval((a < B)) :={ . ;flseewl(a)wval(ﬁ)

For example
eval((AN—=010) — (V 1-1)))
=eval(((N110) — (V10)))
= eval((0 — 1))
=1
By virtue of that definition there is
— eval((N) =1
— eval((V))=0
In other words
— 1 is the neutral element of conjunction and
— 0 is the neutral element of disjunction.



1.4 Valuations

1.4.1 Valuations

Let ® be a set of bit variables. A VALUATION of @ is a function, which assigns
a bit value to any of the bit variables of ®. @ is then called the VALUATION
DOMAIN of that valuation.
Usually w is used to denote a valuation.
A valuation w of ® is called FINITE, if ® is finite. Otherwise w is called INFINITE.
If ® ={Ay,..., An—1} is finite and Ay < ... < A,_1, a valuation w of ® is written
as

w = {Ao/ao, cony Anfl/anfl}
where a;, = w(4;) fori=0,...,n— 1.
The (only) valuation of the empty set {} of bit variables is consequently also
written as {} and is called the EMPTY VALUATION.

1.4.2 Valuation spaces

For a set ® of bit variables
Val(®) orsimply Vald
denotes the VALUATION SPACE ON @, that is the set of all valuations with ® as
their valuation domain.
Besides let
Valoo := Ugpcp Vald.
For a formula « the valuation space of « is defined as
Val(a) := Val(Atoms(a)).
So if « is a definite formula
Val(a) = Val{} = {{}}.
For any (especially finite) set ® of bit variables
card(Val®) = 2¢07d(®),

1.4.3 Ordinal numbers of finite valuations

Let ® = {Ay, ..., A,—1} be a finite number of bit variables with Ag < ... < A,_1.
For w € Val® and o € {0,1,...,2" — 1} the equation

0= w(4y) 2
where each bit value w(A;) is interpreted as the arithmetic 0 or 1 respectively,
defines a one-to-one mapping between Val® and {0,1,...,2" — 1}. This defines
a numbering and order on Val®.

For example for n = 3 and ® = {4y, A1, A2} this correspondence is

10



w
{A0/0,A:/0,A/0}
{AO/la A1/07 AQ/O}
{AO/Oa A1/17 AQ/O}
{AO/la A1/17 A2/O}
{A40/0,A1/0,As/1}
{A0/1,A1/0, Az /1}
{A0/0, A1 /1, Ag/1}
{AO/la A1/17A2/1}
According to this mapping for each pair of 0 and w
— o0 is called the ORDINAL NUMBER of w, written as

ST W N~ OO0

EN|

0 = ord(w),
— w is called the o-TH VALUATION OF ® or Val®, written as
w = val(o, D).

1.4.4 Valuation of a formula

Let w be a valuation and « be a formula.
subst(a,w)
denotes the formula, which results from « by replacing each bit variable A in
«, occuring in the valuation domain of w, by w(A).
For instance for
w={A4/1,B/0,C/1}
and
a=(AAN0)V (=-DA(B—C))
there is
subst(a,w) = (LA0)V (=D A (0 — 1)).

1.4.5 Definite and minimal definite valuations

Let w be a valuation with the valuation domain ®; and « a formula with ®5 :=
Atoms(a). w is called

— DEFINITE for « (or for ®5) if &5 C &4, and

— MINIMAL DEFINITE for « (or for @) if &9 = Py.
Thus w is definite for « if and only if subst(a,w) is a definite formula, and
minimal definite for « if and only if w € Val(«).

1.4.6 Zero and unit valuations

Let w be a valuation and « a formula. w is called a
— ZERO VALUATION for «, if w is definite for o and
eval (subst(a,w)) = 0,
— UNIT VALUATION for «, if w is definite for o and
eval(subst(a,w)) = 1.

11



Zeroval(a)) denotes the set of all minimal definite zero valuations for a.
Unitval(a) denotes the set of all minimal definite unit valuations for .

For any formula « there is
—  Zeroval(a) U Unitval(a) = Val(a)
—  Zeroval(a) N Unitval(a) = {}
For instance for
a=-A—B
there is
Zeroval(a)) = {{A/0,B/0}}
Unitval(a) = {{A/1, B/0},{4/0, B/1},{A/1, B/1}}
For
a=1
there is
Zeroval(a) = {}
Unitval(a) = {{}}
For the standard example
O =—"(RAS)AN(W < (RVS))AN(R— H)N(S — —H)
there is
Unitval(0,,) =
{{H/0,R/0,S/0,W/0},{H/1,R/0,5/0,W/0},
{H/1,R/1,5/0,W/1},{H/0,R/0,S/1,W/1}}.
For any set ® of bit variables and o« € Form® let
—  Zeroval(a, @) := {w € Val®|eval (subst(a,w)) = 0},
—  Unitval(a, @) := {w € Val®|eval(subst(a,w)) = 1}.
Thus
—  Zeroval(a) = Zeroval(a, Atoms(a))
—  Unitval(a) = Unitval(a, Atoms(a))

1.4.7 Contradictions and tautologies

A formula « is a
— CONTRADICTION if and only if
Zeroval(a) = Val(a)
— TAUTOLOGY if and only if
Unitval(a) = Val(a)
A formula « is a contradiction if and only if —« is a tautology; and vice versa.

1.4.8 Decision algorithms

Let the function taut defined by
1 if « is a tautology

taut(«) :—{ 0 else

for any formula a.

12



This function is efficiently computable as the following algorithm does, by ex-
ample.
Algorithm taut(«)
begin
0:=0;
m = anrd(Atoms(a)) ;
b:=1;
repeat
if eval(subst(a,val(o, Atoms(a)))) =0
then b :=0
elseo:=0+1
untilb=0o0ro=m ;
return b ;
end.

In the sequel for each property of formulas always such kind of decision algorithm
will be given. In fact they will all be implemented by means of this algorithm
taut.
For instance the decision algorithm for contradictions
1 if « is a contradiction
contr(a) :=
0 else
is easily implemented by
contr(a) := taut(—q).

1.4.9 Satisfiability

A non-empty set {ag,...,an—1} of formulas is called SATISFIABLE if there is a
valuation

w € Val(Atoms(ap) U ... U Atoms(an_1))
so that

eval (subst(ag,w)) = ... = eval(subst(a,—1,w)) = 1.
Otherwise the set is called NON-SATISFIABLE.
Thus the set {a} of one formula « is satisfiable if and only if « is not a contra-
diction. In that case the formula « itself is called satisfiable.
In a similar way each n—elementary case can be reduced to the simple case,
because each non-empty formula set {4y, ..., 4,1} is satisfiable if and only if
(A ag ... ap—1) is satisfiable.
(Consequently the empty set {} could be defined as satisfiable.)
The decision algorithm

sat(ag 1) = { 1 if {Ag,..., Ap_1} is satisfiable

e Sl 0 if {Ao,..., An—1} is non-satisfiable
can be implemented by
0 iftaut(-(ANag...ap_1)) =1

sat(@0; -y O 1) 1= { 1 if tautEﬂE/\ Q.. an_lgg =0.

13



1.4.10 Finite valuations as literal conjunctions

Let w be a finite valuation with the valuation domain {Ao, ..., 4,1}, so that it
has the form

w = {Ao/ao, cony Anfl/anfl}
with bit values ag, ..., an_1.
By the function litconj a literal conjunciton is assigned to each such valuation,
namely by

litconj(w) :== (A Ag .. Ap—1)
where for ¢ :=0,...,n —1

v ﬁ‘AZ‘ if a; = 0.

So for instance

litconj({A/0,B/1,C/0,D/0,E/1})

=(AN-AB-C-DE)

= ABCDE.
Let ® be a finite set of bit variables, then for any w,w’ € Vald

— liteonj(w) < litconj(w') if and only if ord(w) < ord(w).

1.4.11 The CDNF of a formula

Let a be a formula and
{woy -y Wim—1} = Unitval ()
with
ord(wo) < ... < ord(wm-1)
So there is also
litconj(wo) < ... < litconj(wm—1)
and the formula
(V litconj(w) ... litconj(wm—1))
is a CDNF, called the CANONIC DISJUNCTIVE NORMAL FORM OF « or the CDNF
OF « in short, written as
cdnf ()
For example
— cdnf(0,) = HRSW YV HRSW V HRSW VvV HRSW
— adnf(1) = (V (A))
— cdnf(0) = (V)

1.4.12 CDNPF’s and sets of valuations

So there is a close connection between sets of valuations and formulas. The
CDNF of a formula is unambiguous and identic with the set of unit valuations
of the formula, if this set is ordered according to the ordinal number of the
valuations. In short,

CDNF’s and sets of valuations can be identified with each other.

14



(In the introduction valuations were written as literal conjunctions anyway, but
furthermore the two notations will be kept separate.)

1.5 Tables and double tables

1.5.1 Tables

Let ® = {Ay,..., An—1} be a finite set of bit variables and o € Form®. Then
THE TABLE OF a ACCORDING TO (A, ..., A,—1) has the following form (where
n = 3 is chosen for illustration):

Ay AL A, a

0o 0 0 | fAeAen)
1 0 0 EAO,...,An,l)
0 1 0 gAO ..... An—1)
11 0 | it Ann)
0 0 1 ‘(lAO,...,An,l)
1 0 1 éAo ..... An—1)
0 1 1 {Aosrsdn—)
11 1 (A0, An—1)

On the left side each line represents one of the valuations of
{WQ7 ...,LL)Qn_l} = V(ll@

The right column contains the bit values {;'

foolAormdn-n) eval (subst(a, val(i, @))).

K2

(AosesAna) g i — 1. 27 1 where

The expression

Tav(A[)v'-':Anfl) = (.i.g‘v(AOv-“vAn—l) .I.g;L(fl()V"'vAn—l))

is called the VECTOR or CANONIC JUNCTOR of « according to (Ao, ..., Ap—1).
Therewith the formula « could unambigiously be written in the form

(1o Aodn=n) Ay A, )
what could be called the CANONIC JUNCTION FORM of a according to (Ao, ..
Ap_q).
For a formula o« THE TABLE OF « is the table of « according to (A, ..., An-1),
where Ag < ... < A,_1 and Atoms(a) = {Aog, ..., An_1}.
.i.a,(Ao,‘-»’An—l)

)

If the context indicates the full interpretation, the sign
written as 7% or simply as f.

Ta’@ denotes T“’(AO’“"A””) for {Ag,....; Ap_1} =P and Ag < ... < Aj_1.
If it is not stated otherwise 1 stands for t®-Atoms(@),

For ©, = {H,R,S,W} with H < R < S < W the table of 6, is the table of 6,,
according to (H, R, S, W) which is

is mostly
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FO R OHOROROROROR O
FHFOOH+HRRFROORR,ROORKOOID
OO HF OO0 OoO =

—H R R, R OO0 RRFRRFRRFROOOOWN
)—‘H}—‘}—‘}—‘}—‘HHOOOOOOOO%

o

and the canonic junction form of 6,, (according to (H, R, S, W) is
((1100000000011000), (H, R, S, W))

1.5.2 Double tables

Let ® = {Ao, ..., An—1} and ®' = {By, ..., B;,—1} be finite sets of bit variables,
dNP' ={}, and @ € Form(Pd U ).

Often it will be very usefull to demonstrate « not as a table, but rather as the
DOUBLE TABLE OF @ ACCORDING TO (Ay, ..., A,—1) AND (By, ..., B;,,—1), which
has the following form (where n = 3 and m = 2 is chosen for illustration):

o 0 1 0 1 By
0 0 1 1 B—1

0 0 0 oo fon o2 Hoom_1

10 0 0 fia i Hiom o1

0 1 0 a0 fon oo oom_1

1 1 0 30 fisn s s om_1

0 0 1 fao fan Hao Haom 1

1 0 1 5.0 fsq .0 t50m 1

0 1 1 60 fien e 2 He,om_1

1 1 1 Hon10 Horo1a Honao Honoi1omoa
AO Al Anfl

The left block of bit values contains the valuations wy,...,wan_1 € Val®, the

upper block of bit values consists of the wy, ..., whm_; € Val®'.

Fori=0,...,2" —1 and j =0,...,2™ — 1 the upper right block of bit values
i

or more pecisely

:ﬂ:aw(AO7“‘3An71)7(307~~~53m—1)
i,

16



or

FO® 4 A < < A,y and By < ... < By1

i,J
is the MATRIX, where

1;,; = eval(subst(subst(a,w;), w})).
The double table of 6,, according to (R, S) and (H, W) is for instance

0. 01 0 1]|H
00 1 1|W
0 0|l 1T 0 0
1 0/0 0 0 1
0 1/0 0 1 0
1 1]/0 0 0 0
R S

and the double table of 6,, according to (H, R, S, W) and () has a matrix which
is equal to the vector Tew’(H’R’S’W) and that looks like

H'IU

SO O P OO O —=H

Jj—~roror~rorRroROROROROD
[ oorRROORRFROORROO
NFRFRRFRPODODODORREREEFROOOO
gr—w—w—w—»—»—w—w—loooooooo

1.6 Propositions

1.6.1 Equivalence and propositional equality

Two formulas «; and oy are EQUIVALENT or PROPOSITIONALLY EQUAL, written

as
a1 <= 09
if and only if

eval(subst(aq,w)) = eval(subst(asz,w))

for every valuation w € Val(Atoms(ay) U Atoms(az)).
There is for ® := Atoms(a1) U Atoms(asz):

17



] <= Q9
if and only if

Unitval(aq, ®) = Unitval(as, D)
if and only if

Zeroval(aq, ®) = Zeroval(as, D)
if and only if

,i_oq,<1> — ,i_az,q)
if and only if

a1 > ag < 1.

The last version motivates for the algorithm

1 if ] <= Qg
equal(ay, ag) == 0 else

the implementation
equal(ay, ag) = taut(ay < ag)
Besides, if Atoms(ay) = Atoms(az) there is
aq < o if and only if cdnf(ay) = cdnf(az).

1.6.2 Propositions

The equivalence < is an equivalence relation on the set FormlB of all formulas
and thus entails a partition of FormB in equivalence classes.

For a formula o the PROPOSITION OF « is
(o) :==A{p|f € FormB and a < (}.

« is the REPRESENTING FORMULA or the PROSOSITION FORMULA of (a).
Two propositions («1) and (o) are EQUAL, written as

(1) = (a2)

if and only if a; < as.

1.6.3 Proposition spaces

For a set ® of bit variables
Prop® := {(a)|a € Form®}

is the PROPOSITION SPACE on .

There is .
card(Prop®) = 22" .

1.7 Theories

1.7.1 Bi-equivalence and theoretic equality

Two formulas a1 and o are BI-EQUIVALENT or THEORETICALLY EQUAL, written
as

18



] — Qg
if and only if they are propositionally and atomically equal; so if
a1 < ag and Atoms(ay) = Atoms(as).
It is
a1 — O
if and only if
Unitval(ay) = Unitval(az) and Zeroval(ay) = Zeroval(asz)
if and only if
® := Atoms(ay) = Atoms(az) and 190F = 192%,

1.7.2 Thories and pseudo theories

The bi-equivalence = again is an equivalence relation on the set FormB of all
formulas. The equivalence classes shall be called theories.

For a formula o the THEORY OF « is written and defined by
[a] :={B|B € FormB and o = (3}

where

— « is called the THEORY FORMULA of [a],

— Atoms|a] := Atoms(a) is the set of THEORY ATOMS of [a] and

— () is the THEORY PROPOSITION of [a].
Two theories [o1] and [as] are EQUAL if and only if

— o1 = ag and

—  Atoms(ay) = Atoms(az).
Therefore a second, more common definition of theories shall be introduced, in
which these two constitutive aspects of a theory are explicitly noted. Instead of
being equivalence classes, there the theory is described purely syntactically. A
conception that will be preferred by a constructive point of view.

Let a be a set of bit variables and o € Form®. Then
[, D]
denotes a THEORY, where
— « is the THEORY FORMULA of [a, D],
— @ is the set of THEORY ATOMS of [a, ®] and
— (a) is the THEORY PROPOSITION of [a, D].
For the relation of this two notations the following holds.
Two theories [a1] and [ag, @] are equal if and only if
— a1 & ag and
—  Atoms(a;) = .
For instance, there is
[1,{A}] = [AV -4, {A}] = [AV 4] # [1].
From now on a theory is mostly written in its standard form [, @], but of course
all what is going to be said is independent of the notation. A transformation of
the notation [a] into the standard notation is given by the rule
[a] = [a, Atoms(a)]
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Another abbreviating way of writing is the notation
fla, @] instead of f([a, P])
for a function f and a theorie [, ®].
A theory [a, ®] is FINITE, if ® is finite and INFINITE else.
Of course only finite theories can be written in the form [«].
From now on it is silently assumed that a theory is always finite. This restriction
is not compelling, all concepts that will be developed furthermore can be easily
applied to the infinite case. Only the methods and algorithms might have to be
transformed, because they might not terminate for the infinite case.
For a theory [«, ®] there is
—  Zerovalla, @] := Zeroval(a, @) the set of ZERO VALUATIONS and
—  Unitval|a, ] := Unitval(c, ) the set of UNIT VALUATIONS of [a, ®].
If for an expression [a, ] the condition o € Form® is weakened to o« € Forml3,
the expression [«, @] is a PSEUDO THEORY.
For instance
[A — B,{A,C}]
is a pseudo theory, but not a theory.

1.7.3 Theory spaces

For a set ® of bit variables

Theo® := {[a, P]|a € Form®}
is the THEORY SPACE on ®.
There is

card(Theo®) = 92e (™)
Besides let

Theooo = Jpc g Theo®.

1.7.4 Valent and invalent atoms

Let « be a formula and A a bit variable. A is INVALENT FOR «, if
subst(a, {A/0}) < subst(a, {A/1}).

Otherwise A is VALENT FOR a.
If additionally A € Atoms(a) holds, A is said to be invalent (or valent) IN a.
Examples:

— A is invalent for B — C.

— Aisinvalent in A A Q.

— Aisvalent in AA1.

— A isinvalent in A A -A.

— A is invalent and B is valent in (AA B) V (mAA B).
With double tables this phenomenon can be well demonstrated: A is invalent
for o exactly when both columns of the matrix F®A4tms(@MAL{AY 416 identic.
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In other words, if both rows of the matrix F®{AhAtoms(@\A} 416 jdentic.
For instance for o = (A A B) V (mA A B) the double table of o according to (A)

and (B) is
a0 1|B
00 1
110 1
A

The rows are identic, so A is invalent for «; the columns are different, so B is
valent for a.
In general: A set ® of bit variables consists of invalent atoms for a formula «
if and only if all columns of the matrix H*A4©™*(@N\®® 416 identic; in other
words, if all the rows of ft*®A0ms(@N® 416 identic.
A formula « is called ATOM REDUCED, if every atom of « is valent in «.
For any formula there is an equivalent atom reduced formula.
Examples are:
— 0, which is an atom reduced equivalent to A A 0.
— 0 is also an atom reduced equivalent of A A —A.
— B s an atom reduced equivalent to (AA B) V (A A B).
On the other hand, for any formula o and any set ® of bit variables with
Atoms(a) C @ there is a formula o with a < o and Atoms(a) = ®.
This formula o’ can be constructed for example as
o =« V (A() AN _\Ao) V..V (An—l A _‘An—l)
if {Ag,...,An_1} = @\ Atoms(a).
This would also be a rule to transform any finite theory given in the form [, @]
into a form [&/] so that [a, @] = [¢].
The concept of valent and invalent atoms, which is defined for formulas, can not
be transferred to propositions, because there is for instance
(ANO0) = (0)
but the set of invalent atoms of the representing formulas are not equal:
{4y ={}.
But for theories this definition is possible and usefull.
Let [o, @] be a theory and A a bit variable. A is INVALENT FOR [«, ®] if
subst(a, {A/0}) < subst(a, {A/1}).
Otherwise A is VALENT FOR [o, D].
If additionally A € ® holds, A is said to be invalent (or valent) IN [a, D).
A is invalent for instance in the following theories:
— [AN0,{A}]
— [ANA0,{A, B}]
— [(AAB)V (-AAB),{A, B}]
In the last case B is a valent atom, in the second case B is also invalent in the
given theory.

21



1.8 Assertions

1.8.1 Pseudo messages and messages

A pair of pseudo theories is a PSEUDO MESSAGE.
A pair of theories is a MESSAGE.

Let &g and ®; be two sets of bit variables, ag € Form®, and ay € Form®y,
then the following notations for messages are defined:

— [ao,q)o | Oél,q)l] = ([ao,q)o],[oq,fbﬂ)
— oo | a1, 1] == ([, [, 1))

— [ao, ®o | a1] := ([ao, Pol, [a1])

— [ao | aa] == ([w), [e1])

From now on assertions are going to be written in the first of these four forms
most of the times, but of course what is to be expressed by that does not depend
on that notation. A transformation of the other forms into this standard form
is simply given by

— oo | a1, ®1] = [ap, Atoms(ap) | a1, 1]
— [Ol(), (I)() | 041} = [a0,<1>0 | O[l,AtOTTLS(Oll)]
—  [ag | a1] = [ao, Atoms(a) | a1, Atoms(aq)]

Another abbreviation is the notation
f[OéQ, '1)0 | aq, (I)l] instead Of f([Oto, (I)Q | a1, (I)l])
for a function f on a set of messages.

1.8.2 Assertions

A message [ag, Pg | a1, Pq] is
— an ASSERTORIC MESSAGE or ASSERTION, if ®; C ®(, and
— a NON-ASSERTORIC MESSAGE in the other case.

1.8.3 Assertion spaces

For a set ® of bit variables

Assert® := {[ag, P | a1, P1]|P1 C D, a9 € Form®, a; € Form®;}
is the ASSERTION SPACE ON &.
For n = card(®) holds:

card(Assert®)

= card(Theo®) - Y 4 o card(Theo®y)

—2 L ()2
where

n-(n—1)-....(n—k+1)

(n) — 19 & for 0 < k <n
1 for k=0

as usual.

Furthermore let
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Assertoo 1= |Jgc 5 Assert®.

1.8.4 Satisfiable and absolute satisfiable assertions

An assertion [ag, Pg | aq, P1] is SATISFIABLE, if there is a w € Val®, such that
eval(subst(ag,w)) = eval(subst(a,w,)) = 1.
Otherwise it is UNSATISFIABLE.
If [ag, Do | a1, Pq] is satisfiable/unsatisfiable it is also said that [aq, ®q] is SAT-
ISFIABLE/ UNSATISFIABLE IN [ayg, Do
For an assertion [ag, ®g | a1, Pq] the set
Unitval(ag A ag, o)
is called the SATISFACTION SET.
An assertion is satisfiable if and only if the satisfaction set is not empty.
An assertion [ag, Pg | aq, P1] is ABSOLUTE SATISFIABLE, if
[, ®g | K, P1] is satisfiable for all x € {litconj(w)|w € Unitval]oy, P1]}.
Otherwise it is NOT ABSOLUTE SATISFIABLE.
If [ag, @ | a1, P1] is (not) absolute satisfiable it is also said that [aq,®q] is
(NOT) ABSOLUTE SATISFIABLE IN [av, @o).
Actually the absolute satisfiability is an aggravation of the satisfiability; that
means: if an assertion is absolute satisfiable, it is satisfiable. But there is the
following exception of this rule.
Let [ag, Pg | a1, P1] be an assertion, then there are two cases to be distinguished:
— If aq satisfiable:
if the assertion is absolute satisfiable, it is satisfiable as well.
— If oy is unsatisfiable:
the assertion is absolute satisfiable, but not satisfiable.
For the following examples there is again
8] = [H(RAS) A (W > (RV S)) A (R — H) A (S — —H)]
— [R] is satisfiable and absolute satisfiable in [6,,].
[R A S] is neither satisfiable nor absolute satisfiable in [6,,].
[R A —S] is satisfiable and absolute satisfiable in [0,,].
— [R,{R, S}] is satisfiable, but not absolute satisfiable in [6,,].
This is, because the set of unit valuations of [R, {R, S}|, written as literal
conjunctions, is { RS, RS} and there is
— [0 | RS] satisfiable (see third example), but
— [0w | RS] is unsatisfiable (see second example)
and thus [R, {R, S}] is not absolute satisfiable in [0,,].
— [RV 5] is satisfiable, but not absolute satisfiable in [0,,].
The set of unit valuations, written as literal conjunctions, is { RS, RS, RS}
and there is
— [0, | RS satisfiable (see third example) and
[0, | RS] is satisfiable as well, but
— [0 | RS] is unsatisfiable (see second example)
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and thus [RV 5] is not absolute satisfiable in [6,,].

1.8.5 Subvalence and derivation

For ag, a1 € Form® there is
g = O
to be read as
a1 IS VALID IN ap
or
o DERIVES FROM oy
if and only if
Unitval(ag, ®) C Unitval (o, @).
A term which is unusual but fits better into the terminology pattern applied
here, would be the title SUBVALENCE instead of derivation. Then ag = a4 is
expressed as
— g is SUBVALENT TO «; and
— «@j is SUPERVALENT TO .
The decision algorithm
1 if oy = O
subval(ag, aq) :{ 0 else
can be implemented by
subval(ag, 1) := taut(ag — a1).

1.8.6 Truth values

Every assertion [cg, ®¢ | @1, ®1] has a TRUTH VALUE, that is
— TRUE or 1, if ag = a1 and
— FALSE or 0, else.

1.8.7 The truth function

The fact that every assertion has exactly one truth value from {0,1} can be
expressed in a functional way by the so-called TRUTH FUNCTION, which is for
every assertion [ag, ®g | a1, @] defined by
truthlog, ®o | a1, P1] = { (1) leflszo = o
So the truth function can be implemented by
truthlag, ®o | a1, P1] := subval(ag, aq).
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Chapter 2

Atom expansion and
reduction

2.1 Introduction

Now for theories [#, ©] the concepts EXPANSION OF THEORIES BY ATOMS and
REDUCTION OF THEORIES BY ATOMS, in short: ATOM EXPANSION and ATOM
REDUCTION shall be defined. That is the act of increasing or decreasing the
set © of theory atoms by further atoms ® so that the theory proposition (6)
remains the same.

The definition of atom expansion is trivial.

For atom reduction the problem arises that the atom reduced expression [0, ©\ ®]
in general is not a theory any more, because 6§ € Form(0 \ ®) and for 6 there
exists an equivalent theory formula 6/ € Form(© \ @) if and only if ® does
not contain any valent atoms for 6. Thus in general for atom reduced theories
[6',0\ @] holds that 6’ is not equivalent to §. Two ways to construct such a 6’
shall be defined: the so-called conjunctive and the disjunctive atom reduction.

2.2 Atom expansion

For a theory [0, ©] and a set ® of bit variables the theory [#, ©® U ®] is the ATOM
EXPANSION OF [0, 0] BY ®.

2.3 Atom reduction

Let [0, ©] be a theory and ® a set of bit variables. If [0, ©] shall be atom reduced
by ®, this results in a theory [0/, ©'] where © = O\ ®.

The process of atom reduction can be well demonstrated at the double table of
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0 according to © and ®.
0 ® o ¢
:IiQ,@',q) ‘ _Iﬁ 07

@/
The process is then
—  Given: jj;e’@ ®
—  Wanted: Te ©
Two special methods of atom reduction are:

— The CONJUNCTIVE ATOM REDUCTION:

Fori=0,..., 9card(®) _ 1 there is:
0/7@/

T
bits. =
So T? ‘9" is the evaluation of the conjunction of all bit values of the i—th
0,0,

is 1 if and only if the i—th row of the matrix 11‘9’@/’4) has only unit

row of I
— The DISJUNCTIVE ATOM REDUCTION:
. ’ .
Fori=0,..., 2card(®) _ 1 there is:

Tf/’@/ is 1 if and only if the i—th row of the matrix ﬁe,@’@ has at least one
unit bit.

So Tf 9" is the evaluation of the disjunction of all bit values of the i—th
row of 110’9,“1)

" Lemma 1
Let [0, O] be a theory, ® a set of bit variables, ©® = 0\ ®, and
—  [0et, ©'] the conjunctive atom reduction of [, O] by &
—  [Byer, ©'] the disjunctive atom reduction of [0, ©] by ®
then it holds that
— 0= 0,
— O =0
06t = ovel-

2.4 An example

Suppose the theory [6,,,0,,] shall be reduced by ®, where
— Oy =—(RAS)ANW < (RVS)AN(R— H)N(S — —H)
@, ={HRSW)}
— ®o={H,W}
Thus there is
0, :=0,\?={R,S}
and let
[Oet, ©:,] be the conjunctive atom reduction and
[Over, ©1,] the disjunctive atom reduction

of [0, O] by ®.
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The double table ite“”eiv'@ and the tables Te‘”"@iv and Te'“el’@;” are

0 0 1 0 1| H
001 1|W R S|ls R S|b

0O 0ol1 1 0 O 0 0|0 0 O 1
1 0/0 0 O 1 1 0| 0 1 0 1
0O 1/0 0 1 O 0 110 0 1 1
1 170 0 0 O 1 1] 0 1 1 0
R S

Thus there is

— [eeh@;u]:[(L{Rﬂs}]
Ot ©4,] = [(RAS), {R, 5}

2.5 Conjuntive atom reduction

Summarized in an algorithm it is defined

™ Definition 2
Let [0,0] be a theory and ® a set of bit variables. The CONJUNCTIVE
ATOM REDUCTION OF [, ©] BY ® is the theory
[0',0'] := conred(6,0, D)
where conred is a function defined by the following algorithm:
Algorithm conred(6,0, D)
begin
0 =0\ ;
n = 2card(@') ;
m = 20a7‘d(<1>) ;
Q:={};
fori:=0,....,m—1do
begin
w; == val(i,0) ;
0; := subst(0,w;) ;
if eval((A subst(6;,val(0, ®@)) ... subst(6;,val(m —1,®)))) =1
then Q:= QU {w;} ;
end ;
0 is now {wiy, Wiy s .oy Wiy _, } SO S€E
0 = (V litconj(wi, ) litconj(w;, ) ... litcong(wi,_,)) ;
return [0/, 0] ;
end.

2.6 Disjuntive atom reduction

In analogy to the conjunctive atom reduction it is defined
™ Definition 3
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Let [0, O] be a theory and ® a set of bit variables. The DISJUNCTIVE ATOM
REDUCTION OF [f, ©] BY ® is the theory

[0',0'] := disred(0, ©, D)
where disred is a function defined by the following algorithm:
Algorithm disred(,©, D)

begin
0 =0\ ;
n = 2card(®') ;
m = 2card(¢>) ;
Qi={};
for::=0,....,n—1do
begin

w;i == wal(i,0) ;
0; = subst(0,w;) ;
if eval((V subst(6;,val(0,®)) ... subst(0;,val(m — 1,P)))) =1
then Q := QU {w;} ;
end ;
0 is now {wi,, Wi,y s Wiy, } SO S€L
0" := (V litconj(w;, ) litconj(w;,) ... litcong(w;, _,)) ;
return [¢/, 0] ;
end.
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Chapter 3

Theory intervals and vector
schemes

3.1 The subvalence as an order relation

" Lemma 4

Let @ be a set of bit variables and 7 C Theo®. Then for all [«, D], [5, P,

[v, @] € T the following properties of the subvalence hold:
— the reflexivity

o=«
— the anti-symmetry
if « = g and 8 = «, then a <
— the transitivity
ifa = p and § = 7, then a« = ~
_I
That means, that the subvalence = is an order relation on 7, but which is in
general not total (similar to the smaller-or-equal relation < on the set of real
numbers), but partial (similar to the C-relation on sets of sets).

3.2 Relative and absolute minima and maxima

" Definition 5

Let @ be a set of bit variables, 7 C Theo® and [3,®] € T, then [, D] is
called a
— RELATIVE MINIMUM of 7
if there is no [, @] € 7 different from [3, ] with o <
— ABSOLUTE MINIMUM of T
if for all [y, ®] € 7 holds 8 = v
— RELATIVE MAXIMUM of 7
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if there is no [y, ®] € T different from [3, @] with § = =
— ABSOLUTE MAXIMUM of 7
if for all [a, ®] € 7 holds o =

" Lemma 6

For a set ® of bit variables and 7 C the following holds:

— 7 can have several relative minimas and maximas, but no more than
one absolute minimum and one absolute maximum.

— If [0,®] € T, then [0, ®] is the absolute minimum of 7.
If [1,®] € 7, then [1, ®] is the absolute maximum of 7.

— If 7 is finite, thus especially if ® is finite, relative minima and maxima
do always exist. But an absolute minimum or maximum does not
have to exist.

3.3 Theory intervals

™ Definition 7
For two theories [a, @] and [y, ®] with o =
T (a,y,®) :={[B,®]| € Form® and o = ( and § = a}
is called the THEORY INTERVAL FROM « TO v IN ® or FROM [, ®] TO
[v, ®]. N
A set 7 C Theo® of theories can be expressed as a theory interval if and only
if 7 has an absolute minimum and maximum.
For theories [, ®], [8, @], and [y, ®] with o = ~ there is
[6,9] € T(,7, @)
if and only if
Unitval(a, @) C Unitval (8, ®) C Unitval(y, D)
From that the following lemma derives easily:
" Lemma 8
For theories [o, @] and [y, ®] with a = v and
k := card(Unitval(y, ®) \ Unitval(a, ®))
there is
card(T (a,~y, ®)) = 2%,

3.4 Vector schemes

A theory interval can be well represented by a scheme. For example consider
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O, O OO
——_ 0 O = O OB
— O % O % R O ¥

O~ O = O 2

—= = O O OO

—_ 0 O OOk O OoOR

1

Let [a, @], [8, ®], [y, @] be theories with o = v and
[8,9] € T(«, 7, D).
By comparing the tables for «, (3, and 7 the following cases can be distinguished
for the components T?,Tﬂ and 7] where i = 0,1, ..., gcard(®) _ 7.
— f¥=0and{] =0
Then Tf has to be 0 as well.
— f¥=1land {] =0
This case is impossible because o = v is demanded.
— f¥=0and{] =1
In this case T'f can be either 0 or 1. This is denoted by Tzﬁ = x*.
— f¥=landf] =1
Then Tf has to be 1 as well.

So this results for given o and v (or 1 and {7 respectively) is a so—called VECTOR
SCHEME for all possible [, ®] of the interval 7 («, vy, ®), which not only includes
0 and 1 as components as the vector Tﬁ does, but also might contain the sign *
as a component. Any theory [3, ®] of the interval can then be constructed by
substituting a 0 or 1 for any of the occurences of *.

[t

In this way the last lemma is well demonstrated:

Let k& be the number of occurences of the * in the vector scheme for 3, then
card(7T (a, 7y, ®)) = 2*

A simple example:

— [a,®] =[AAB,{A, B}]

[77(1)] = [A\/B7{AvB}]

It is &« = v and thus the theory interval is well defined:
T(ANB,AV B,{A, B})

The vectors for a and 7 and the vector scheme for all possible [§, {A, B}] of the

theory interval are

AB‘a‘B‘W
0O 0[O0 |0]O
1 00| %x]1
0 1 0 |1
1 1 11111

The sign * occurs twice, the theory interval has 22 = 4 elements, and these are:
— [A§7 {AvB}] = [av {A’BH
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— [ABV AB,{A,B}] = B.{A, B}]
— [ABVABV AB,{A, B} = [,{A, BY]

3.5 Intersection sets of theory intervals

A lemma which will be used later is the following

" Lemma 9
Let ® be a set of bit variables and «y, a1, 8p, 81 € Form® with ap = o
and [y = (1. Thus
— Ta:= T(a07a17q)) ¢ {}
Ty = T(60 51, 0) ¢ {}
and .
T, =T.NT; = { ,?}(040\/50’041 A Br, @) gsio\/ﬁo = a1 A

Proof
For a theory [, ®] there is
[, @ €Ty
if and only if
[y, @] € 7o and [, ®] € T3
and that is the case if and only if
(ap=~vandy=ay )and (fo=~vyandy= ()
if and only if
(ap=vand By = )and (y= a; and vy = ()
Now there is
— aop=>vand By =~
if and only if
Unitval(ag, ®) C Unitval(y, ®) and Unitval(By, ®) C Unitval (v, ®)
if and only if
Unitval (g, ®) U Unitval (B, ®) C Unitval (v, @)
if and only if
Unitval(ag V By, @) C Unitval (v, ®)
if and only if
ag V ,60 = .
— y=>aand y= 3
if and only if
Unitval(y, ®) C Unitval(aq, ®) and Unitval(y, ®) C Unitval (G, P)
if and only if
Unitval(y, ®) C Unitval(ay, ®) N Unitval (G, P)
if and only if
Unitval(y, ®) C Unitval(ay A 1, @)
if and only if
7= a A By
Combining this gives
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[v, @] € T,
if and only if
agV P =vand v= a1 AP
and thus
T — { T(wV o, AB1,®)  ifagVfBy= a1 ABy
7 {} else.

End of Proof.
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Chapter 4

Opposition, verification,
and definition

4.1 Basic concepts

4.1.1 Opposition
™ Definition 10

For any three sets ©, @, and @’ the triple (0, ®, ') is a SET OPPOSITION
if and only if

— ®UP' =0 and

NP ={}.

In this case it is also said:

® and ®’ are IN OPPOSITION (ACCORDING TO O).

A set diagram of a set opposition demonstrates this definition

©

™ Definition 11

For any three formulas 6, ¢, and p the triple (6, ¢, 1) is a FORMULA

OPPOSITION if and only if there are sets ©, ®, and ®’ of bit variables such
that

0 € Form®, ¢ € Form®, u € Form®' and
(0, P, d') is a set opposition.
In this case it is also said:

¢ and p are IN OPPOSITION (ACCORDING TO 6).
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" Lemma 12
For three formulas 6, ¢, u the triple (6, p, 1) is a formula opposition if and
only if Atoms(p) N Atoms(u) = {}. J
Proof of Lemma 12
There are two different cases:
— If Atoms(p) N Atoms(u) # {}, there are no ® and &’ with @ NP’ = {} so
that ¢ € Form® and p € Form®. So (0, ¢, 1) is not a formula opposition.
— If Atoms(p) N Atoms(u) = {} let
— O := Atoms(0) U Atoms(p) U Atoms(u)
— &g := Atoms(p)
— O := Atoms(u)
— O =0\ (PyU D))
what is shown by the diagram

)

Now let ® and ®’ be constructed out of &g and ®f by adding each element
of © either to @ or to Py,
(For example set ® := & and ¢’ := P UBO".)
Then (©, P, d’) is a set opposition and thus (6, ¢, i) is a formula opposi-
tion.
End of Proof.
™ Definition 13
For any three theories [0, 0], [p, ®], and [p, '] the tripel ([0, O], [¢, P],
[, @']) is a THEORY OPPOSITION if and only if (©, ®, ') is a set opposition
(and thus (6, ¢, 1) is a formula opposition).
In this case it is also said:
[¢, @] and [p, ?'] are IN OPPOSITION (ACCORDING TO [0, ©]).

" Definiton 14

Let (xg,x1,x2) be a set triple, a formula triple or a theory triple, then
1 if 1y and z5 are in opposition
opp(xg, X1, x2) := according to xg
0 else.

4.1.2 Verifications

" Definition 15

For any three formulas 6, ¢, and p the triple (6, ¢, 1) is a FORMULA
VERIFICATION, if the following conditions hold
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the sub—supervalence:
0=pn—yp

the opposition:

Atoms(p) N Atoms(u) = {}.
In this case it is also said:

[t VERIFIES ¢ IN 6.

-
The following lemma (mostly called the DEDUCTION THEOREM) gives another
formulation of the sub—supervalence:
" Lemma 16
For 6, ¢, u € FormB3 holds:
0 = p— p if and only if 0 A u = .

The proof is evident.

" Definition 17
For any three theories [0, 0], [, ®], and [u, ®'] the triple ([0, O], [¢, D],
[, @']) is a THEORY VERIFICATION if the following two conditions hold:

the sub—supervalence:

0=p—o

the opposition:

opp(©, P, d’) = 1.

In this case it is also said that

[, ®'] VERIFIES [p, @] IN [0, O] or

[, ®'] VERIFIES [0, 0 | ¢, ®].

™ Definition 18
Let (xq, 21, 22) be a formula triple or a theory triple, then

. 1 if x5 verifies 21 in 2
verif(xo, x1,Ta) = 0 else

An implementation is given by
veri f(6, ¢, 1) = eval(taut(8 — (1 — ¢)) A opp(6 9, 1))
for formula triples and

— werif (18,0, [p, O, [1, ®']) i= eval(taut(8 — (1 — ¢))and opp(O, &, &)
for theory triples.

4.1.3 Definitions

™ Definition 19
For any three formulas 6, ¢, and u the triple (0, ¢, ) is a FORMULA
DEFINITION if the following two conditions hold:

the sub—equivalence:

0= p—pu

the opposition:

Atoms(p) N Atoms(u) = {}.
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In this case it is also said:
[t DEFINES ¢ IN 6.

™ Definition 20
For any three theories [0, 0], [¢, ®|, and [u, ®'] the triple ([0, O], [, D],
[, ®']) is a THEORY DEFINITION if the following two conditions hold:
— the sub—equivalence:
0=¢p—u
— the opposition:
opp(©, P, d’) = 1.
In this case it is also said:
— [, ®'] DEFINES [p, ] IN [0, O] or
— [u, ®'] DEFINES [0, 0 | ¢, D].

" Definition 21
Let (xg,x1,x2) be a formula triple or a theory triple, then
1 if x5 defines 1 in xg

defin(zo,z1,72) = { 0 else.

An implementation is given by

— defin(0, ¢, ) := eval(taut(0 — (o < p)) A opp(8, ¢, 1))
for formula triples and

— defin([0,0], [p, @], [, ¥']) := eval(taut(0 — (o < ) Aopp(©, , 2'))
for theory triples.

4.2 Verification and definition theories

4.2.1 Introduction

The rest of this chapter 4 is concerned with the systematic answer to the fol-
lowing question:
Given two theories [0, ©] and [¢, ®]. When and how can a theory [u, ']
be constructed which verifies or which defines [p, ®] in [0, ©]?
Without mentioning it, it will be supposed furthermore that the theories are
finite. The methods which will be developed are computable alltogether, even
if the algorithms are very naive and much too inefficient most of the times.
Nevertheless the results can easily transferred to the infinite case.

4.2.2 Verification and definition theories

" Definition 22
Let [0, O] and [p, ®] be two theories. In other words: let [0,0 | ¢, @] be a
message. Then
— VerifTheold,© | ¢, ®] := VerifTheo([0, O], [¢, P])
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= {[u, @')|®' C B, n € Form®' verif ([0, O], [¢, ®], [u, ®']) = 1}
is the set of VERIFICATION THEORIES FOR [0, © | ¢, @] or FOR [y, @]
IN [0, 0] and

— DefinTheol0,0 | ¢, ®] := DefinTheo([0, 0], [¢, P])
= {1, D')|%' € B, ji € Form®, de fin([6, ©], [, ®], [11, ®']) = 1}
is the set of DEFINITION THEORIES FOR [0, 0 | ¢, @] or FOR [p, ®| IN
[0, 0].

If VerifTheold,© | ¢, @] is not empty, it is said that

— 10,0 ] ¢, ®?] is VERIFIABLE or

— [p, ®] is VERIFIABLE IN [0, O)].

If DefinTheolf,0 | ¢, ®] is not empty, it is said that

— [0,0 | ¢, P] is DEFINEABLE or

— [¢, ®] is DEFINEABLE IN [¢, O].

4.2.3 Each definition theory is a verification theory

" Lemma 23
For any three formulas 0, ¢, and u there holds:
If0= ¢« pthen 0 = p— .
_

The proof is evident. From this lemma the following one immediately derives:

" Lemma 24
For any three theories [0, ©], [, @], and [u, D]
defin([0, 0], [p, D], [u, ®']) =1
implies

verif([0, 0], [p, @], [u, ]) = 0.

and so it is:

™ Lemma 25
For every message [0, © | ¢, @] there is
DefinTheol0,0 | ¢, ®] C VerifTheold,0 | ¢, D).

In short:
Each definition theory is a verification theory.

The opposite is wrong in general.

4.2.4 Only assertions are verifiable and defineable

A necessary condition for both verification and definition is the opposition prop-
erty. To hold

— werif([0,0],[p, P], [u, ®']) =1 or

- defin([ev @]’ [90’ (I’]’ [/*Lv (I)/D =1

it is necessary that
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opp([0, O], [, @], [, @']) = 1
and that says that

O=0UP and {} =dNP’
where ® C O says exactly the same as the claim that [0, © | ¢, ®] has to be an
assertion.
" Lemma 26

If a message is not an assertion, it is neither verifiable nor defineable.
" Lemma 27

For every assertion [0, 0 | ¢, ®] with &' := © \ ® there is

— VerifTheol0,0 | ¢, ®] C Theo®’

—  DefinTheold,0© | ¢, ®] C Theod’

_

Because if the first lemma the further investigations will be restricted to the
only interesting case, namely that the messages are assertoric.

4.3 Numbers of verification and definition the-
ories

4.3.1 Bounds

The last lemma shows immediately the bounds of the number of all possible
verification and definition theories.
™ Lemma 28

For every assertion [0, 0 | ¢, ®] with ' := © \ ® holds:

— 0 <card(VerifTheold,O | ¢, ®]) < 27

— 0 <card(DefinTheold,0 | p,®]) < g2e (™)

_I

Because the questions about the existence (cardinality > 0) and the uniqueness
(cardinality < 2) of this two sets are very important for the later argumen-
tation, they shall be answered explicitely, before the possibilities to construct
verification and definition theories will be investigated systematically.

4.3.2 The existence of verification theories

" Lemma 29
For every assertion [0,0 | ¢, ®] a theory [u, ®’] exists, which verifies the
assertion. N
Because for ® = © \ ® and if p is a contradiction, then [y, ®’] is always a
verification theory.
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4.3.3 The non—uniqueness of verification theories

™ Lemma 30
There are assertions [#,0 | ¢, ®] for which more than one verification
theory [u, ®'] exists. 4
For example, if [0,,, ©,] is the standard example theory and
o, @] := [H,{H}]
then several verification theories
[/‘a (I)q = [/‘a {Ra S, W}]
do exist, for instance if the theory formula is

— wu=Ror
— pu=-SAW or
— pu=RAS.

4.3.4 The non—existence of definition theories

" Lemma 31
There are assertions which are not defineable. J

For the same example
[0, @] := [H,{H}]

there are again 22" = 256 different theories of the form

(1, @] = [, {R, S, W}]
but none of them is a definition theory for [0, 0, | ¢, D].
(Later on a method will be given to proof this statement.)

4.3.5 The non—uniqueness of definition theories

" Lemma 32
There are assertions [0,0 | ¢, ®] which have more than one definition
theory. J
If [0, ©4] is the standard example and
[0, @] := [R, {R}]
then definition theories
(1, @] = [, {H, S, W}]
are given for example for
— u="SAW
— u=WAnAH
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4.4 Criteria for verification

4.4.1 Construction of verification theories

A method to construct all the verification theories of a given assertion can be
won in a very demonstrative way by investigating double tables. (See also the
following example in 4.4.2.)

The problem is designated again by:
— Given an assertion [0, 0 | ¢, ®].
— Wanted a theory [u, ®] which verifies [0, © | ¢, ®].

Because the opposition is demanded there is

=0\
— NI ={}
— PUP =0

Now construct the three double tables of 6, ¢, and u, each according to ®" and

®. These (their matrices) are denoted by #’, #%, and #*. The matrices t’

and ¥ are uniquely given by the assertion [0, © | ¢, ®], the components of "

are still unknown so far.

d %) d I o

i’ iiig g

@’ o’ @’

The criterion that constitutes {* states:
[, @] shall verify [0, 0 | ¢, @].

That says, for p the following two conditons have to hold:
1. the sub-supervalence: 0 = p — ¢

2. the opposition: u € Form®'.

For fI# this says:
1. Foreveryi=0,...,2¢¢4®) _1 and j =0, ..., 2°%74®) _1 the bit value
7, has to fulfil the condition

eval (1Y, — (', — 7)) = 1

4,7 %,
and thus ;
po_ {0 iff;=Tand 7, =0
v x  else

where * stands for “any bit value 0 or 17.

2. pu € Form®' includes for ##, that in each row of the matrix all
components have to be identic.

From this an algorithm can be derived to construct a vector scheme T”’q)’ for
the input of % and #¥. And from that vector scheme all verification theories
and the set of all verification theories as a theory interval can be read.
Algorithm verifconstr(jie’q),’q), it“"’q)/’@)
begin

1. Foreachi=0,...,2¢074®) _ 1 and j =0, ...,2097U®) _ 1 get
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10,8 ® 2,0
w@,qﬂ,@ — )0 if ;7 7 =1 and #f7; =0

©J *  else

(The result ﬁ“’q)/’q) of this first step is not a matrix, because it contains

not only bit values (in this case 0 only) but also the sign *. So ji“’(bl’q) is
called a MATRICES SCHEME.)

2. In each row or the matrices scheme make all signs identic in the
following way:
(i) If at least one 0 occurs in the row, set all the components of this
row to 0.

(ii) If only % occurs in the row, nothing has to be changed.
2’. From ji“’q)/’q) the vector scheme T“’q’/ can easily be constructed by:
. ’ R @', P
For each i = 0, ..., 2¢74®) — 1 get 1% := o T
return t*% .

end.

4.4.2 An example

It shall be asked for the verification theories of the assertion
(0w, {H,R,S,W} | H,{H}]
The double tables £%*, #¥, and #* according to (R,S,W) and (H) are

O 0 1|H ¢=H 0 1|H 1 0 1|H
0 0 0|1 1 0O 0 0|0 1 0O 0 O
1 0 010 O 1 0 0 1]0 1 1 0 0
0 1 010 O 0 1 0]0 1 0 1 0
1 1 0|0 O 1 1 010 1 1 1 0
0O 0 110 O 0 0 110 1 0o 0 1
1 0 1|0 1 1 0 1 ]0 1 1 0 1
0o 1 111 0 0 1 1 ]0 1 0o 1 1
1 1 1|0 0 1 1 1 (0 1 1 1 1
R S W R S W R S W

The matrices scheme " results from applying the algorithm:

step 1 step 2 step 2’

I 0 1|H I 0 1|H R S W|u
0 0 00 = 0 0 0|0 O 0O 0 010
1 0 0 |x =% 1 0 0 |x =« 1 0 0| =
0 1 0 | x = 0 1 0 | x = 0 1 0 | =
1 1 0 | x = 1 1 0 | x = 1 1 0 | =
0 0 1 |=x = 0 0 1 |x = 0 0 1 |«
1 0 1 |=x =« 1 0 1 |x*x = 1 0 1 |«
0 1 1 ]0 = 0O 1 110 0 0O 1 110
1 1 1 | % % 1 1 1 | x % 1 1 1 *
R S W R S W
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From this vector scheme with 6 occurences of the sign x*, all the 26 = 64 verifi-
cation theories con be read off, depending on which bit value is chosen for a
each.

Possible p € Form{R, S, H} such that [u, {R, S, W}] is a verification theory are
for example

— u=R
— =0
— u="SAW

because the vector of each of the theories [, {R,S,W}] fits into the vector
scheme.
Written as a theory interval, the set of all verification theories is given by:
VerifTheol0,,{H,R,S, W} | H,{H}]
=7(0,RSW vV RSW VvV RSW vV RSW Vv RSW v RSW,{R, S,W?})

4.4.3 Minimal and maximal verification theories

If the vector scheme for t# includes the sign * k-times, 2 verification theories
exist. Such exist always, as it is confirmed again. Besides it shows, that the set of
all verification theories is always a theory interval. It’s (absolute) minimum and
maximum shall be called the minimal and maximal verifiction theory. These are
the theories that arise by replacing a 0 (or a 1) for each x of the vector scheme.
" Lemma and Definition 33
For any assertion [0, © | ¢, ®] holds:
— There is exactly one so—called MINIMAL VERIFICATION THEORY
minverif[0,0 | ¢, ®] = [ttmin, '] € VerifTheold, O | ¢, P]
such that pm, = p for all [u, ®'] € VerifTheold, 0 | ¢, D].
— There is exactly one so—called MAXIMAL VERIFICATION THEORY
mazverif|0,0 | ¢, ®] = [maz, D] € VerifTheold,© | ¢, D]
such that g = fpey for all [u, ®'] € VerifTheold,© | ¢, D).
J
The direct construction for the minimal verification theory is trivial: all com-
ponents of 1 are 0.
" Lemma 34
For an assertion [0,0 | ¢, ®] and &' := 0\ ®
minverif[0,0 | ¢, ®] = [0, D'].
_
A direct construction procedure for the maximal verification theory is given by
a special modification of the algorithm wveri fconstr:
1. For each i =0, ...,20‘”‘1(‘1’/) —1land j=0,..,20%4®) _ ] get
" __{ 0 ifff),=1land #7, =0
b 1 else
2. In each row of I make all components identic by:
(i) set all components to 0 if at least one 0 occurs in the row

(ii) leave the row as it is, if all the components are 1.
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Read the vector T“’(b/ and the theory mazverif[,0 | ¢, ®] off the matrix.
In other words:

1. Construct #%~? out of #¥ and ¥

2. Construct the conjunctive atom reduction of [§ — ¢, O] by .

In that way a direct construction procedure is won:
" Lemma 35
For every assertion [60,0 | ¢, ®]
mazverifl0,0 | ¢, ®] = conred(d — ¢, O, D).

4.4.4 The main lemma of verification

The results of the question for the verification theories of a given assertion shall
be summarized in the
™ Lemma 36 (main lemma of verification)

For every assertion [0,0 | ¢, ®] and &' := 0O\ &

—  minverif[0,0 | ¢, ®] = [0, D']

—  mazverif[0,0 | ¢, @] = conred(§ — ¢,0,P) =: [u1, P’

and

VerifTheol0,0 | ¢, ®] = T(0, p1, P’)

The reader may apply this result again to the example in 4.4.2.

4.5 Criteria for definition

4.5.1 Construction of definition theories

Again the investigation of double tables will lead to this method. (See also the
following examples in 4.5.2.)
The designations remain the same, so again the three double tables are
0 P © P I )
it i iy
[y o’ @’
and again the matrices jig and ¥ are unambiguously given by the assertion
[0,0 | ¢, ®] and " is unknown at this stage.
The criterion that constiutes {* states:
[, @] shall verify [0, 0 | ¢, @].
That says, for pu the following two conditions have to hold:
1. the sub—equivalence: 0 = ¢ < pu

2. the opposition: p € Form®'.
For f# this says:
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1. For every ¢+ =0, ..., gcard(®) _ 1 and j=0,...,2¢07®) _ 1 the bit value
i; has to fulfil the condition
eval(ji?’j = ( fj = f])) =1
and thus
0 ifff),=1and #¥, =0
Po=< 1§ =1and ff, =1
« if i, =0
where * again stands for “any bit value 0 or 17.
2. p € Form®' includes for ff* that in each row or the matrix all
components have to be identic.

From this an algorithm can be derived to construct a vector scheme T“’(b/ by
the input of % and #¥.
Algorithm definconstr (i
begin
1. Foreachi=0,...,2¢74®) _ 1 and j =0,...,2¢%7U®) _ 1 get
0 it gl =1and g5 =0
g =01 i e = L and #57 = 1
« AT =0
2. In each row of the matrices scheme ji“"b/’q) make all signs identic by
doing the following in each of the four different possible cases:
(i) If at least one 0 and for the rest only * occur in the row, set all
components of the row to 0.
(i) If at least one 1 and for the rest only * occur in the row, set all
components of the row to 1.
(iii) If only * occurs in the row, nothing is changed.
(iv) If the row contains at least one 0 and one 1 at the same time,
the components can not be made identic. So if and only if this case
occurs, no definition theory does exist.
For the matrices scheme the sign e shall be introduced and the algo-
rithm continues as follows:
If the row contains at least one 0 and one 1 at the same time, set all
components of this column to e.

0,8 & 3D
SHT)

’ ’
2’. From ﬁ“’{) *® the vector scheme T“’<I> can easily be constructed by:
o d(®’ w® @0
For each i = 0, ..., 2¢¢7H®") _ ] set i =10 -
’
return t*% .

end.

The output 1** shows whether 0,0 | ¢, @] is defineable. This is the case if
and only if the sign e does not occur in T”’q) . If it is defineable, the set of all
definition theories is determined by T“’q> as a theory interval.
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4.5.2 Two examples

The algorithm is now applied to two examples: to a not defineable and to a
defineable assertion.

First it shall be asked for the definition theories of the assertion
[0w,{H,R,S,W} | H{H}|
The double tables %, #¥, and #* according to (R, S, W) and (H) are

O 0 1|H ¢=H 0 1|H pu 0 1| H
0 0 0|1 1 0 0 00 1 0 0 0
1 0 00 0 1 0 00 1 1 0 0
0 1 010 0 0 1 00 1 0 1 0
1 1 01]0 0 1 1 00 1 1 1 0
0 0 1]0 0 0 0 1]0 1 0 0 1
1 0 11]0 1 1 0 10 1 1 0 1
0 1 1]1 0 0 1 1|0 1 0 1 1
1 1 1]/0 0 1 1 10 1 1 1 1
R S W R S W R S W

and the algorithm constructs the matrices scheme #* and the vector scheme
2 as follows

step 1 step 2 step 2’

I 0 1|H I 0 1|H R S W |u
0 0 0 ]0 1 0 0 0 |e o 0 0 0 |e
1 0 0 | = 1 0 0 |=x = 1 0 0 | =%
0 1 0 | x = 0 1 0 | * =* 0 1 0 *
1 1 0 | x = 1 1 0 | x = 1 1 0 *
0 0 1 |x =% 0 0 1 [ x 0 0 1 | =
1 0 1 |x%x 1 1 0 1|1 1 1 0 1 |1
0 1 1 ]0 = 0 1 110 0 0 1 110
1 1 1 |+ = 1 1 1 |+ = 1 1 1 *
R S W R S W

The sign e occurs in the vector scheme T“"I’/:
[H,{H}] is not defineable in [0, {H, R, S, W}].
The second example is
[0w,{H,R,S,W} | R,{R}]
The double tables %, #¥, and #* according to (H, S, W) and (R) are
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O 0 1|R ¢=R 0 1| R W 0 1| R
0 0 0|1 O 0 0 0|0 1 0 0 O
1 0 0|1 O 1 0 0|0 1 1 0 O
0 1 0|0 O 0 1 0|0 1 0o 1 0
1 1 0110 O 1 1 0|0 1 1 1 0
0O 0 10 O 0 0 1|0 1 0 0 1
1 0 1|0 1 1 0 10 1 1 0 1
0 1 11]1 0 0 1 1|0 1 0o 1 1
1 1 110 0 1 1 1,0 1 1 1 1
H S W H S W H S W

Applying the algorithm gives

step 1 step 2 step 2’

I 0 1| R I 0O 1|\H H S W|u
0 0 0|0 = 0O 0 0|0 O 0 0 010
1 0 00 = 1 0 010 O 1 0 010
0 1 0 |=* = 0 1 0 =% = 0 1 0 | =
1 1 0 | = 1 1 0 | % =% 1 1 0 | =
0 0 1 | % =% 0 0 1 |x%x =% 0 0 1 |«
1 0 1 |x 1 1 0 1 (1 1 1 0 1|1
0 1 1 |0 = 0 1 1]0 0 0 1 110
1 1 1 | *x % 1 1 1 | % % 1 1 1 | %
H S W H S W

The sign e does not occur in T“’q),:
[R,{R}] is defineable in [0,,,{H, R, S, W}].

And because the sign * occurs 4 times in J[’“I)/, there are 2* = 16 different
definition theories of the form [u, {H, S, W}], for instance for
— pu=HA-SAW (each x is set to 0)
— u=A-W)VESAW)V (HASAW) (each * is set to 1)
— p=-SAW etc.
It is
DefinTheol0,,{H,R,S, W} | R,{R}] =
T(HSW,HSW v HSW N HSW v HSW v HSW,{H,S,W}).

4.5.3 Minimal and maximal definition theories and a cri-
terion for defineability

Similar to the verification the construction method for definition theories shows
as well that the set of definition theories is a theory interval — presupposed
that the assertion is defineable at all.
" Lemma and Definition 37

For any defineable assertion [6,© | ¢, ®] holds:

— There is exactly one so-called MINIMAL DEFINITION THEORY

mindefinl0,© | o, @] = [tmin, '] € DefinTheold, O | ¢, P]
such that i, = p for all [u, ®'] € DefinTheold, © | ¢, P].
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There is exactly one so-called MAXIMAL DEFINITION THEORY
maxdefin[0,0 | ¢, ®] = [tmaz, '] € DefinTheold,O | ¢, D]
such that g = fimaeq for all [u, ®'] € DefinTheold,© | ¢, P].
-

A direct construction of the minimal and maximal definition theory is given by
the following
" Lemma 38

For every defineable assertion [0, © | ¢, @] holds:
minde fin[0, 0 | ¢, @] = disred(0 A ¢, 0, D)
maxdefin[d, O | p, ®] = conred(d — ¢, 0, P)

|

The expressions disred(0 Ay, ©, D) and conred(d — ¢, ©, P) do even more than
just being direct constructions for minimal and maximal definition theories of
defineable assertions. They provide a criterion to decide whether an assertion
is defineable at all.
" Lemma 39

Let [0,0© | ¢, ®] be an assertion and
[0, @] := disred(0 A ¢, 0, D)
(1, D] := conred(0 — ¢, 0, D)

Then [0, 0 | ¢, @] is defineable if and only if po = p1. a
Proof of Lemma 38 and Lemma 39
Given % = jie’q),’q) and #¥ := ji"o’q)l’q) uniquely determined by [0,0 | ¢, P].
The vector scheme 1# := T“’q’/ and the vectors {#° := T’“”q)l and TH' := T‘“’q)'
shall be constructed and compared. The result is shown in table 1. (Step 2 and
2’ in definconstr are combined here in one step.)

There are two different situations:

— The assertion is defineable:
That means, the case 2.(iv) does not occur and thus there is never /° =1
and 4 = 0. Hence po = 1.
Besides 1% = 0 always includes 1£° = 0 and {/"* = 1 so that uo and y; are
theory formulas for the minimal and maximal definition theory.

— The assertion is defineable:
That means, the case 2.(iv) occurs at least once with 1 =1 and 1/ =0
and pg = w1 does not hold.

End of Proof.

4.5.4 The main lemma of definition

A summary of the results is the

™ Lemma 40 (main lemma of definition)
For every assertion [0, 0 | ¢, ®] and

[0, @] := disred (0 A ¢, ©, D)

[1, D] := conred(0 — ¢, 0, D)

holds:
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definconstr(£7, %)

“ disred(0 A ¢, O, D)

[ conred(0 — ¢, ©, D)

1. For each i =

0,...,2007d(®") _ 1 and j =

0,...,2007d®) _ 1 get o=
0 ifff?,;=1and #?,=0
1 ifff?, =1and #e, =1
« ifff =0

1. For each 1

0,...,2¢a7d(®") _ 1 and j

0,...,2007d(®) _ 1 get o -
0 iffif;=1and #He, =0
1 ifff?; =1and #e, =1
0 iffif; =0

1. For each i
0,...,2¢a7d(®") _ 1 and j
d(® .
0,...,2¢07(®) — 1 set ff1
0 ifff?;=1and #7,=0
1 iff?; =1and #He, =1
1oifg? =0

2.(i) The i—th row of * has at
least one 0 and further only *.
So Tf =0

2.(1) In this case the i—th row
of 1#0 has only 0 as compo-
nents. The disjunction of the
components gives 40 :=0

2.(i) In this case the i—th row of
#H1 has at least one 0 and fur-
ther only 1. The conjunction
gives {41 :=0

2.(ii) The i—th row of #* has
at least one 1 and further only
x. So tH =1

2.(ii) In this case the i—th row
of {{#0 has at least one 1 and
further only 0 as components.
The disjunction gives 1#° :=1

2.(ii) In this case the i—th row
of #i#1 has only 1 as compo-
nents. The conjunction gives
=1

2.(iii) The i—th row of f* has
only *. So £ :=x

2.(iil) In this case the i—th row
of {0 has only 0 as compo-
nents. The disjunction gives
0 =0

2.(iii) In this case the i—th row
of ##1 has only 1 as compo-

nents. The conjunction gives
=1

2.(iv) The i—th row of * has
at least one 0 and one 1 at the
same time. So 1 :=e

2.(iv) In this case the i—th row
of {{#0 has at least one 0 and
one 1 at the same time. The
disjunction gives £ := 1

2.(iv) In this case the i—th row
of ff#1 has at least one 0 and
one 1 at the same time. The
conjunction gives 5! := 0

[0,0 | ¢, @] is defineable if and only if py = p;.

In that case there is

Table 1

mmdefm[& S} | ') CI)] = [H’O7 (b/]
mazde finf0,© | o, ] = i1, @'
DefinTheo[H, S} | ©> (P} = T(/Lov M1, (I)/)

J

The reader may visualize this result again by applying it to the two examples
of 4.5.2.
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Chapter 5

Meaning

5.1 Meaning functions

™ Definition 41 (the fundamental principle of the meaning concept)
A MEANING FUNCTION is a function of the form
meaning : Assertoo — Theooo
and it is demanded that for every assertion [6,© | ¢, ®] with
[, '] = meaning[0, O | v, D]
the message [0, © | u, '] must be assertoric too.
[, @'] is called the MEANING OF [0, 0 | ¢, @] or the MEANING OF [p, ®] IN
[0, 0]. J
Of course the most of this meaning functions do not provide a reasonable concept
of meaning. A useful meaning function should also satisfy some other principles
such as the so—called verification principle, demanding that the meaning verifies
the given assertion.

In this way two promising meaning functions shall be worked out:
— the so—called true meaning function and
— the so—called absolute satisfying meaning function.

5.2 The true meaning function

5.2.1 The true meaning function

™ Theorem 42
For every assertion [0, © | ¢, ®] the set of all theories [u, ®'] which satisfy
the conditions Il,pp, ILyersf, and Ige rinhas exactly one absolute maximum
[ttrue, ®']. And there is
II,,pthe OPPOSITION PRINCIPLE:
o' =0\ .
IIyerifthe VERIFICATION PRINCIPLE:
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[, @] verifies [6,0 | p, D).
—  Igefinthe DEFINITION PRINCIPLE:
If [0,0 | ¢, D] is defineable, [u, '] is a definition theory.

™ Corollary 43
Besides this theory [psrye, @] satisfies
I, yemeanthe PRINCIPLE OF EMBEDDING THE TRUTH INTO THE MEAN-
ING CONCEPT:
tU'Ut(/u'true) = tTUth[aa S | ¥ Q}

This corollary motivates the terminology of the following
™ Definition 44
The function that assigns to every assertion [0, © | ¢, ®] this well-defined
theory [p¢rye, ®'] of the theorem, is called the TRUE MEANING FUNCTION,
written
truemean[d, © | o, @] := [itrue, P']
and [f¢rye, ] is called the TRUE MEANING OF [, 0 | ¢, ®] or OF [p, ] IN
[0, 0]. 3
™ Corollary 45
For every assertion [0, 0 | ¢, D]
truemean[d, © | ¢, ®] = conred(d — p, 0, D)
J
The next chapter presents the proof of the theorem and the two corollaries. The
following chapter shows a list of examples of true meanings for the standard
example.

5.2.2 Proofs

Proof of theorem 42 and corollary 45
Given an assertion [0, 0 | ¢, ®] and &' := O\ ®. Besides ug and p; are given by
— [0, D] := disred(6 A p, 0, D)
—  [u1, D] := conred(d — ¢,0, D)
Let 7,pp be the set of all thories fulfilling the opposition principle Il,p,. So
Topp = Theod’
Let Tyeris be the set of all theories fulfilling the verification principle Iyer;f.
According to the main lemma of verification
Z}erif - T(Ov M1, (I)/)
Let 7gefin be the set of all theories fulfilling the definition principle Ilge fin.
According to the main lemma of definition
Tactin = T (o, po1, @) if pro = pi1.
Let Tiye be the set of all theories fulfilling all three principles I,pp, Hyerir, and
Hdefin~ So
’];T'ue _ { %pp N Z}em’f N %efin if Ho = M1
Topp N Toerif else.
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Now there is
Z}erif = T(O, M1, (b/) C Theod®' = %pp
and in case pug = py there is also
Tacpin =T (pros po1, ") € T(0, o1, ') = Tyerrif-
So there is
%pp N Z}erif N 7:iefin = %efin if Mo = M1
and
,Topp N Zzem’f = Z}erif-
And so ) _
Tirue = { T (po, p1,®")  if po =
m T(0,p1,®")  else.
Thus an absolute maximum of 7y, does exist and it is, no matter of [0, © | ¢, D]
is defineable or not, the theory [u, ®'].
This proofs the theorem and corollary 45. End of Proof.
Proof of corollary 43
Let
[ttrue, D] = conred(d — ¢, 0, D)
then there is
tGUt(Mtrue) =1
if and only if for all i = 0, ..., 2¢ard(®") _ 1
-'-Htrue7q>/ -1
if and only if for all i = 0, ...,2¢74(®) _ 1 and j = 0, ..., 2¢ard(®) _ 1
:!ii;mp,@',(b -1
if and only if
0=
if and only if
truthl0,© | ¢, @] = 1.
Thus
taut(pgrye) = 1 if and only if truthlf, © | ¢, @] = 1.
End of Proof.

5.2.3 Examples

List 1 shows a list of examples for true meanings for the standard example. In
each case there is
[ttrue, @] := truemean, © | p, D]
and the true meaning is computed via
[ttrue, @] := conred(d — ¢, 0, D)
so that e is a CDNF.

Most of the time, the CDNF is not the most readable theory formula and a
more intuitive, atom reduced form puy},.,,, with [true, D] = [(rne, P7] 1S given in
a separate column.
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l o Y “ @’ [ Htrue M:&rue “ = l
{} 0 {H,R,S,W} | HRSW Vv HRSW V | -0, 0
HRSW vV HRSW v
HRSW v HRSW V
HRSW v HRSW v
HRSW v HRSW Vv
HRSW vV HRSW
{3 1 {H,R,S,W} | HRSW Vv HRSW V | 1 1
HRSW vV HRSW Vv
HRSW v HRSW V
HRSW vV HRSW Vv
HRSW v HRSW v
HRSW v HRSW Vv
HRSW v HRSW Vv
HRSW vV HRSW
{H} H {R,S, W} RSW v RSW Vv | RVSWVSW 0
RSWVHSWYVRSW
{R} {H,S, W} HSW v HSW v | HSVSWVSW || 0
HSW v HSW Vv
HSW
{s} S {H,R,W} HRW Vv HRW v | HRVRWVRW || 0
HRW Vv HRW V
HRW
{W} w {H,R, S} HRSVHRSVHRSV | RV S 0
HRSVHRSV HRS
{R, S} RV S {H,W} HW vV HW w 0
{R, 5} RAS {H,W} (V) 0 0
{R, S} —(RAS) {H,W} HWVHWVHWYV | 1 1
HW
{H, S} —(HAS) {R,W} RWVRWVRWV | 1 1
RW
{R,W} R—W {H,S} HSVHSVHSVHS | 1 1
{R,W} RAW {H, S} HS HAS 0
{R,W} RVW {H, S} HSVHS S 0
{R, S} RV S {H,W} HWVHWYVHWYV | 1 1
HW
{8, W} SAW {H, R} HR -HAR 0
{R,S,W} R—WA-S {H} HVH 1 1
{R,S,W} RVS—W {H} HVH 1 1
{R,S,W} W« SVR {H} HVH 1 1
{R,S,W} Re-SAW {H} HVH 1 1
{R,5,W} R SVW {H} (V) 1 0
{R, S, W} RV SV-W {H} HVH 1 1
{H,R,S,W} | HARA-SAW || {} (V) 0 0
{H,R,S,W} | ~HARASA-W || {} (V) 0 0
{H,R,S,W} | HVRVSV-W | {} (V(A) 1 1
{H,R,5,W} | ~HV-RV-SVv | {} (V) 0 0
-W
{H,R,S,W} | 6w {3 (v (N) 1 1
{H,R,S,W} | =0, {} (V) 0 0

List 1
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The last column (=) indicates if 6,, = ¢ by showing the result of subval(0y,, ¢)
to check corollary 43:

taut(perue) = 1 (and so pj,.,,. = 1) if and only if

truth[0,, {H,R,S,W} | ¢, ®] =1 (that is subval(0,, ) =1).

5.3 The absolute satisfying meaning function

5.3.1 The absolute satisfying meaning function

™ Theorem 46

For every assertion [0, © | ¢, ®] the set of all theorie [y, ®'] which satisfy
the conditions Il,,,, yerif, aefin, and gpssachas exactly one absolute
maximum [fgpssats ). And there is

II,,pthe OPPOSITION PRINCIPLE:

=0\

Il er; pthe VERIFICATION PRINCIPLE:

[, @'] verifies (0,0 | ¢, D).

Il4efinthe DEFINITION PRINCIPLE:

If [0,0 | ¢, D] is defineable, [u, '] is a definition theory.

IT4pssatthe PRINCIPLE OF ABSOLUTE SATISFIABILITY:

(0,0 | p, '] is absolute satisfiable.

™ Definition 47

The function that assigns to every assertion [0, 0 | ¢, ®] this well-defined

theory [papsssat; @] of the theorem, is called the ABSOLUTE SATISFYING
MEANING FUNCTION, written as

abssatmean[0,© | ¢, ®] := [tapssats P']
and [fapssat, @] is called the ABSOLUTE SATISFYING MEANING OF [0, 0 |
©,®] or OF [p, D] IN [4, O].
™ Corollary 48
For every assertion [0, © | ¢, ®] and
[ug, @] := disred(6,0, D)
[11, @] := conred(d — ¢, O, D)
there is
abssatmean|0,© | ¢, @] = [po A p1, D'].

|

™ Corollary 49
For every assertion [0, © | ¢, ®] and
[0, @] := disred(0 A ¢, 0, D)
[1, D] := conred(d — ¢, 0, D)
there is
abssatmean|,0 | ¢, ®] = [uo A p1, ']
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5.3.2 Proofs

The following lemma is used to proof theorem 46 and corollary 48.
" Lemma 50

Let [0, © | 1, '] be an assertion and ® := ©\ ®’. The assertion is absolute

satisfiable if and only if

[M? (I)/] € T(Ov 1o, (I)/)
with
(o, '] := disred(0, 0, D).
_I

Proof
To demand the absolute satisfiability of [0, © | u, ®'] says for {1 := 110’q>/’q> and
= T“’CPI that for all i = 0, ..., 2°*7®") _ 1 holds:

if ¥ =1 then a 1 must occur in the i-th row of jie.
The i—th row of 17 includes at least one 1 if and only if 1% = 1. So the absolute
satisfiability demands for every i =0, ..., geard(®) _ 7.

if # =1 then %% =1
and that is

= po
and so

[, @] € T(0, pg, @").

End of Proof.

Proof of theorem 46 and corollary 48
So let [0,0 | ¢, ®] be an assertion and &’ := @\ ®. Furthermore let o, o, 11 €
Form®’ be defined by
—  [uo, @] :=disred(6 A ¢, 0, D)
— (e, '] := disred(0, ©, ®)
—  [u1, D] := conred(d — ¢,0, D)
The proof of theorem 42 has already shown that the set 7y, of all theories
satisfying the principles Ilopp, Hyerif, and Igepinis given by
T ._{ T (po, 1, @) if po = 1
rue 700, 1,9 else
Let Zgpssqr denote the set of all theories fulfilling the principle I ,p554:0f absolute
satisfiability, then
%bssat = T(Oa 1o, (I)/)
according to lemma 50.
Finally let T¢o,r be the set of all theories satisfying all of the four demanded
principles Iy, yerif, gefin, and Igpssatr. So
,Z}our = Ttrue N ,Tabssat

and thus )
7. T(po,m, ®)NT(0, 0, ") if po = 1
Four = T(0, 1, @) N T(0, g, @) else

and by applying lemma 9 to both cases:
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T (po VO, 1 A g, @) if po = p1 and po V 0 = g A g
_ {} if pg = w1 and not po V0 = 1 A g
a TOVO,u Ap,®) ifnot po=p and 0V 0 = g A g
{} if not pp = w1 and not 0V 0 = 1 A g
(1) T(pospa Ao, @) if puo = py and po = pa A pg
_ ) G {} if 1o = p1 and not po = i1 A pig
) (i) 7(0, uy A e, @) if not po = p1 and 0 = pg A g
(iv) {} if not o = p1 and not 0 = pq A g

But now there holds:
— Case (ii) never occurs:
This is because 8 A p = 0 holds for any two formulas 6 and ¢ and so, as it
can be shown easily, for the formulas py and pg which are the disjunctive
atom reductions of § A ¢ and 0, the subvalence pg = pg holds. It follows
that po A pg < po. So if po = w1 and thus po A e = p1 A pe hold,
o = H1 A e is the case too. The case that p9 = p1 and not g = w1 A pe
hold at the same time, can not occur.
— The case (iv) is impossible, too.
Because for every formula, especially for u; A pg, 0 = p1 A pg is always
the case.
So the cases (ii) and (iv) disappear and it remains
T (pos 1 A po, @) if po =
T(0,p1 A pg, @) else
Tfour is never empty and has the same absolute maximum [p1 A g, @] in both
cases. This closes the proof of theorem 46 and corollary 48. End of Proof.

Iz'four =

Proof of corollary 49

Corollary 48 states that abssatmean[d,© | ¢, ®] = [ug A p1, ®’]. So it is suf-
ficient to show that pg A u1 < po A p1- This proof shall be demonstrated by
contradiction:

Suppose pg A p1 and po A pp are not equivalent.

Then the vectors of these two formulas must differ in at least one component.
So there must be an i € {0, ..., 2¢074®) 1} such that 1#""** 2 4o (where
both vectors are according to ®’).

If 4 = 0 then /" = 401 = 0. So t#* = 1 must hold.

Under this condition there are two alternatives so that 50/t £ ho/ 1.

First 1/ = 0 and {/° =1 and second 1 =1 and {4° = 0.

Thet first alternative discards because for all j: jifﬁ’;-b/’@ = 0 includes ﬁ%%qy,@ =
0 as well and thus £ = 0 includes {/° = 0.

Only the second alternative /2 =1, 1#° =0, and /" =1 is left.

19 = 0 includes :}ifg‘p’(bl’q) =0 for all j € {0, ...,2°¢"4®) _1} and so for all these

j holds: jif”]fb/"b —0or f}@’,@ _o
T4 =1 includes it?;w@/,@ =1 for all j € {0,...,2¢a74®) _ 1} 50 there cannot

be a j such that :}ii’;p/’q) =1 and jiffl@ =0.
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@/

l o P “ [ Habssat [ N;b at

Iy 0 {H,R,S,W} [ (V) 0
{3 1 {H,R,S,W} | HRSW vV HRSW V | 0

HRSW v HRSW
{H} H {R,S,W} RSW RA-SAW
{R} R {H,S,W} HSW HA=SAW
{S} S {H,R,W} HRW —HA=RAW
{w} w {H,R,S} HRSV HRS HRSV HRS
{R, S} RV S {H,W} HW vV HW w
{R, S} RAS {H,W} %) 0
{R, S} —(RAS) {H,W} HWVHWYVHWYV | 1

HW
{H,S} —(HAS) {R,W} RW vV RW vV RW -RVW
{R,W} R—W {H,S} HSVHSVHS HvV =S
{R, W} RAW {H, S} (V) 0
{R,W} RVW {H, S} HS -HAS
{R, S} RV S {H,W} HWVHWYVHWYV | 1

HW
{S, W} SAW {H, R} (V) 0
{R,S,W} R—WA-S {H} HVH 1
{R,S,W} RVS—W {H} HVH 1
{R,S,W} W< SVR {H} HVH 1
{R, S,W} R« -SAW {H} HVH 1
{R,S,W} R« -SVW {H} (V) 0
{R,S,W} RV SvV-W {H} HVH 1
{H,R,S,W} | HARA=SAW {3 %) 0
{H,R,S,W} | —-HARASA-W {} (V) 0
{H,R,S,W} | HVRV SV -W {} an) 1
{H,R,S,W} | =HV-RVvV-Sv-W | {} %) 0
{H,R,S,W} | 6 O (V (A)) 1
{H,R,S,W} | =0 0 (V) 0

List 2
So from 4° = 0 and t/* = 1 follows for all j € {0,...,2¢74®) — 1} that

0,9’ ,®
5 =
=1

0. But that would include £ = 0 in contradiction to the assumption

Thus there is no assertion [0,0 | ¢, ®] such that pg A p1 and pg A py are not
End of Proof.

equivalent.

5.3.3 Examples

List 2 is similar to list 1 and contains the same examples, this time for
[tabssat, '] := abssatmean(f, © | o, D]

where [fapssat, '] is computed by
[o, @'] := disred(0 A ¢, 0, D)
[p1, @] := conred(§ — ¢, 0, ®)
[ﬂabssah q)l] = [Cdnf(MO A /’Ll)7 (I)l]

And again, p, ... is a more readable, atom reduced, equivalent form of papssat-

o7




5.4 Meaning functions on messages

Meaning functions were introduced for assertions as arguments. But a mean-
ing function meaning can be easily expanded to a function meaning’ allowing
arbitrary messages as arguments.

Let meaning be a meaning function and [0, © | ¢, ?| a message. The expansion
meaning’ of meaning is then defined by

meaning’'[0,0 | ¢, ®] := meaning[d,©® U P | ¢, D]
If [0,0 | ¢, @] is a message, [0,0 U D | ¢, @] is an assertion and meaningf, © |
, @] is well defined.
The principles and results can be easily modified to fit for the expanded meaning
function.
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